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MOHAWK VALLEY COMMUNITY COLLEGE


UTICA, NEW YORK


COURSE OUTLINE

TITLE:



Linear Algebra

CATALOG NUMBER:
MA280

CREDIT HOURS:

3

LAB HOURS:


0

PREREQUISITES:

MA152 Calculus 2

CATALOG

DESCRIPTION:

This course begins with geometric concepts and transitions to more abstract reasoning. Topics include systems of linear equations, matrix algebra, determinants, vector spaces, bases, linear transformations, eigenvalues, and inner products.   Prerequisite: MA152 Calculus 2. (Spring Semester only)

General Student Outcomes:
1. The student will be able to state a problem correctly, reason analytically to a solution and interpret the results.
2. The student will demonstrate the ability to interpret and communicate mathematics in writing.
3. The student will demonstrate an ability to write proofs using rigorous mathematical reasoning.
4. The student will be able to work effectively within a group by demonstrating openness toward diverse points of view, drawing upon knowledge and experience of others to function as a group member, demonstrating skill in negotiating differences and working toward solutions.
SUNY Learning Outcomes:
1. The student will develop well reasoned arguments by demonstrating an ability to write proofs.

2. The student will identify, analyze, and evaluate arguments as they occur in their own and other’s work.

3. The student will demonstrate the ability to interpret and draw inferences from mathematical models such as formulas, graphs, tables, and schematics.

4. The student will demonstrate the ability to represent mathematical information symbolically, visually, numerically, and verbally.

5. The student will demonstrate the ability to employ quantitative methods such as arithmetic, algebra, geometry, or statistics to solve problems.

6. The student will demonstrate the ability to estimate and check mathematical results for reasonableness.

TOPIC 1.  Systems of Linear Equations
The concept of solving a system of linear equations is introduced.
Student Learning Outcomes:
The student will be able to:
1.1 Recognize, graph, and solve a system of linear equations in n variables.

1.2 Determine whether a system of linear equations is consistent or inconsistent.
1.3 Reduce a matrix to row-echelon or reduced row-echelon form.

1.4 Write an augmented or coefficient matrix from a system of linear equations, or translate a   matrix into a system of linear equations.

1.5 Solve a system of linear equations using Gaussian or Gauss-Jordan elimination.
TOPIC 2.  MATRICES
The concept of a rectangular array of numbers and its relationship to the solution of a system of linear equations and to linear transformations between vector spaces is introduced.
Student Learning Outcomes:
The student will be able to:
2.1 Solve a system of linear equations by row reducing an augmented matrix to reduced row-   echelon form.

2.2 Solve application problems which may include, but are not limited to, finding interpolating
      polynomials and general flow patterns in networks.
2.3 Perform matrix operations including addition, multiplication, and scalar multiplication.

2.3 Find the transpose of a matrix.

2.5 Find the inverse of a square matrix and use the inverse to solve a matrix equation.

2.6 Understand the relationships established by the fact that a square matrix is invertible.

TOPIC 3. DETERMINANTS
The definition and properties of the determinant function is introduced.
Student Learning Outcomes:
The student will be able to:
3.1 Find the determinant of a square matrix by using a variety of methods including cofactor 
      expansion about a row or a column.

3.2 Use the properties of determinants to help find the determinant of a given matrix.

3.3 Use Cramer's Rule to solve a matrix equation.

3.4 Use determinants to find the inverse of an invertible square matrix.
TOPIC 4. VECTOR SPACES
The underlying concept for all linear algebra is the vector space.  Spaces of n-tuples of real numbers, to which the student is accustomed from calculus, will be re-examined and considered from a linear algebra point of view.
Student Learning Outcomes:
The student will be able to:
4.1 Determine if a given collection of vectors along with two given operations forms a vector space 
      or a subspace.

4.2 Determine if a set of vectors is linearly independent.

4.3 Find the null space, column space, and rank of a given matrix.

4.4 Find a spanning set for a subspace of a given vector space.

4.5 Find a basis and dimension for a vector space.
TOPIC 5.  INNER PRODUCTS, ORTHOGONALITY, AND THE GRAM-SCHMIDT

                   PROCESS
The concept of an orthogonal set of vectors is introduced. The Gram – Schmidt process is used to construct an orthogonal basis.

Student Learning Outcomes:
The student will be able to:
5.1 Determine if a set of vectors is an orthogonal set.

5.2 Find the orthogonal complement of a subspace of Rn .

5.3 Find the orthogonal projection of a vector onto a second vector.

5.4 Use the Gram-Schmidt process to find an orthogonal basis for any nonzero subspace of Rn.

5.5 Determine if a function of two vectors defined on a vector space is an inner product.

5.6 Use the Gram-Schmidt process to find an orthogonal basis for a given vector space.

TOPIC 6. LINEAR TRANSFORMATIONS


The concept of a linear transformation, a mapping between vector spaces, is introduced.  The relationships between linear transformations and matrices are also introduced.

Student Learning Outcomes:
The student will be able to:
6.1 Use the definition to determine if a mapping is a linear transformation.

6.2 Find the range and kernel of a linear transformation.

6.3 Find the standard matrix for a linear transformation.

6.4 Determine if a transformation is one-to-one and/or onto.
TOPIC 7.   EIGENVALUES AND EIGENVECTORS
Eigenvalues and eigenvectors are introduced along with the concepts of the characteristic equation, and diagonalization. 
Student Learning Outcomes:
The student will be able to:
7.1 Find eigenvectors and eigenvalues for a given matrix.

7.2 Find eigenvalues of a square matrix by using its characteristic equation.
7.3 Determine if two matrices are similar.

7.4 Determine if a given square matrix is diagonalizable and if so, to diagonalize it.

TOPIC 8.  MATHEMATICAL REASONING

An emphasis of the course is that logical abstract arguments will be constructed to verify statements involving linear algebra concepts.
Student Learning Outcomes:
The student will be able to:
8.1 Prove properties of matrix operations.

8.2 Prove properties of determinants.

8.3 Prove statements involving linear independence and/or linear dependence.

8.4 Prove statements involving linear transformations.


TEACHING GUIDE

TITLE:



Linear Algebra

CATALOG NUMBER:
MA280

CREDIT HOURS:

3

LAB HOURS:


0

PREREQUISITES:

MA152 Calculus 2

CATALOG

DESCRIPTION:

This course begins with geometric concepts and transitions to more abstract reasoning. Topics include systems of linear equations, matrix algebra, determinants, vector spaces, bases, linear transformations, eigenvalues, and inner products.  Prerequisite: MA152 Calculus 2. (Spring Semester only)
TEXT:



A First Course in Linear Algebra, an Open Text




Kuttler, Version 2017, Lyryx Learning
Course Introduction
1 hour
Chapter 1 Systems of Equations
3 hours  







1.1 Systems of Equations, Geometry

1.2 Systems Of Equations, Algebraic Procedures

1.2.1 Elementary Operations

1.2.2 Gaussian Elimination

1.2.3 Uniqueness of the Reduced Row-Echelon Form

1.2.4 Rank and Homogeneous Systems

1.2.5 Balancing Chemical Reactions (optional)
1.2.6 Dimensionless Variables (omit)
1.2.7 An Application to Resistor Networks (optional)

Chapter 2 Matrices
6 hours

2.1 Matrix Arithmetic

2.1.1 Addition of Matrices

2.1.2 Scalar Multiplication of Matrices

2.1.3 Multiplication of Matrices

2.1.4 The i jth Entry of a Product

2.1.5 Properties of Matrix Multiplication

2.1.6 The Transpose

2.1.7 The Identity and Inverses

2.1.8 Finding the Inverse of a Matrix

2.1.9 Elementary Matrices (optional)
2.1.10 More on Matrix Inverses (optional)
2.2 LU Factorization (Omit)

Chapter 3 Determinants
6 hours
3.1 Basic Techniques and Properties

3.1.1 Cofactors and 2×2 Determinants

3.1.2 The Determinant of a Triangular Matrix

3.1.3 Properties of Determinants I: Examples

3.1.4 Properties of Determinants II: Some Important Proofs (optional)
3.1.5 Finding Determinants using Row Operations

3.2 Applications of the Determinant

3.2.1 A Formula for the Inverse

3.2.2 Cramer’s Rule

3.2.3 Polynomial Interpolation (optional)
Chapter 4 Rn
4 hours
4.1 Vectors in Rn
4.2 Algebra in Rn
4.2.1 Addition of Vectors in Rn
4.2.2 Scalar Multiplication of Vectors in Rn
4.3 Geometric Meaning of Vector Addition

4.4 Length of a Vector

4.5 Geometric Meaning of Scalar Multiplication

4.6 Parametric Lines (omit)
4.7 The Dot Product

4.7.1 The Dot Product

4.7.2 The Geometric Significance of the Dot Product

4.7.3 Projections

4.8 Planes in Rn (omit)
4.9 The Cross Product (omit)
4.9.1 The Box Product (omit)
Note:
Coverage of the material in Sections 4.10 and 4.11 may be deferred until the material in Chapter 9 is covered. Two hours should be devoted to coverage of this material.

4.10 Spanning, Linear Independence and Basis in Rn
4.10.1 Spanning Set of Vectors

4.10.2 Linearly Independent Set of Vectors

4.10.3 A Short Application to Chemistry (omit)
4.10.4 Subspaces and Basis

4.10.5 Row Space, Column Space, and Null Space of a Matrix

4.11 Orthogonality and the Gram Schmidt Process

4.11.1 Orthogonal and Orthonormal Sets

4.11.2 Orthogonal Matrices

4.11.3 Gram-Schmidt Process

4.11.4 Orthogonal Projections

4.11.5 Least Squares Approximation

4.12 Applications (optional)
4.12.1 Vectors and Physics

4.12.2 Work

Chapter 5 Linear Transformations
6 hours
5.1 Linear Transformations

5.2 The Matrix of a Linear Transformation I

5.3 Properties of Linear Transformations

5.4 Special Linear Transformations in R2 (optional)
5.5 One to One and Onto Transformations (optional)
5.6 Isomorphisms (omit)
5.7 The Kernel And Image Of A Linear Map

5.8 The Matrix of a Linear Transformation II

5.9 The General Solution of a Linear System

Chapte 6 Complex Numbers (omit)
Chapter 7 Spectral Theory
5 hours
7.1 Eigenvalues and Eigenvectors of a Matrix

7.1.1 Definition of Eigenvectors and Eigenvalues

7.1.2 Finding Eigenvectors and Eigenvalues

7.1.3 Eigenvalues and Eigenvectors for Special Types of Matrices

7.2 Diagonalization

7.2.1 Similarity and Diagonalization (optional)
7.2.2 Diagonalizing a Matrix

7.2.3 Complex Eigenvalues (omit)
7.3 Applications of Spectral Theory

7.3.1 Raising a Matrix to a High Power

7.3.2 Raising a Symmetric Matrix to a High Power

7.3.3 Markov Matrices (omit)
7.3.3.1 Eigenvalues of Markov Matrices (omit)
7.3.4 Dynamical Systems (omit)
7.3.5 The Matrix Exponential (omit)
7.4 Orthogonality

7.4.1 Orthogonal Diagonalization

7.4.2 The Singular Value Decomposition (omit)
7.4.3 Positive Definite Matrices (optional)
7.4.3.1 The Cholesky Factorization (omit)
7.4.4 QR Factorization (omit)
7.4.4.1 The QR Factorization and Eigenvalues (omit)
. 
7.4.4.2 Power Methods (omit)
7.4.5 Quadratic Forms (optional)
Chapter 8 Some Curvilinear Coordinate Systems (omit)
9 Vector Spaces
5 hours
9.1 Algebraic Considerations

9.2 Spanning Sets

9.3 Linear Independence
9.4 Subspaces and Basis

9.5 Sums and Intersections

9.6 Linear Transformations

9.7 Isomorphisms 
9.7.1 One to One and Onto Transformations (optional)
9.7.2 Isomorphisms (omit)
9.8 The Kernel And Image Of A Linear Map

9.9 The Matrix of a Linear Transformation

Inner Product Spaces          6 hours

Note: This material is reuired, but not covered in the textbook and will need to be supplemented. Sections 10.1 – 10.3 in Linear Algebra with Applications, Open Edition, Lyryx Learning provides the appropriate coverage.
The teaching guide allows three hours for the in-class assessment of student learning. A two hour comprehensive final examination will also be given.

